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NOTES

• Call for actions
− In-class presentation sign-ups
− Checkpoint presentation I (on the 19th)

• 15 min presentation + 3-5 min Q&A
• Presentation MUST cover:

− A research problem your team chose
− A review of the prior work relevant to your problem

≫ How is your team’s work different from the prior work?
≫ What’s the paper your team picked and the results your team will reproduce?

− Next steps (+ how each member will contribute to the work)
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HOW CAN WE DEFEAT ADVERSARIAL ATTACKS?
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HOW CAN WE DEFEAT ADVERSARIAL ATTACKS?
• Possible approaches

− Reduce the information an adversary can access
• Model architecture and/or model parameters
• Model outputs (softmax probabilities) 
• … (more)

− Detect and filter out adversarial examples
− Remove adversarial perturbations (from inputs)
− Make models resilient to adversarial attacks
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REDUCE THE INFORMATION AN ADVERSARY CAN ACCESS
• Obfuscated gradients

− Gradient masking (Papernot et al. 2017)
− Hide “useful gradients” needed to generate adversarial examples

• PGD (Projected Gradient Descent)

− Multi-step adversary; much stronger than FGSM attack
− Hyper-parameters

• 𝑡: number of iterations
• 𝛼: step-size
• 𝜀: perturbation bound |𝑥∗ − 𝑥|"

− Notation: PGD-𝑡, bounded by 𝜀, used the step-size of 𝛼
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REDUCE THE INFORMATION AN ADVERSARY CAN ACCESS

• Defense approaches
− Shattered gradients
− Stochastic gradients
− Vanishing and exploding gradients

• (vs. shattered gradients) BPDA
− Make the approximation of 

non-differentiable layers used
by defensive approaches
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REDUCE THE INFORMATION AN ADVERSARY CAN ACCESS

• Defense approaches
− Shattered gradients
− Stochastic gradients
− Vanishing and exploding gradients

• (vs. stochastic gradients) EOT
− Compute gradients over the

expected transformations
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REDUCE THE INFORMATION AN ADVERSARY CAN ACCESS

• Defense approaches
− Shattered gradients
− Stochastic gradients
− Vanishing and exploding gradients

• (vs. vanishing gradients) Reparameterization
− Change-of-variables like C&W attacks
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REDUCE THE INFORMATION AN ADVERSARY CAN ACCESS

• Defense approaches
− Shattered gradients
− Stochastic gradients
− Vanishing and exploding gradients
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CAN WE “DETECT” ADVERSARIAL PERTURBATIONS?
FEATURE SQUEEZING: DETECTING ADVERSARIAL EXAMPLES IN DEEP NEURAL NETWORKS, XU ET AL., NDSS 2018
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MOTIVATION

• Information-theoretical Perspective
− Compression!

Panda
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THE KEY IDEA: FEATURE SQUEEZING

• FeatureSqueezing

− (Goal) To detect whether an input is adversarial example or not
− (Idea) A model should return similar predictions over squeezed samples
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FEATURE SQUEEZING

• Research questions:
− What are the squeezers a defender can choose?
− How effective are they in defeating adversarial attacks?
− How effective are they when combined with existing defenses?
− How effective is feature-squeezing against adaptive attacks?
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WHAT ARE THE SQUEEZERS A DEFENDER CAN CHOOSE?

• H-space
− Reduce the color depth (8-bit: 0-255 to lower-bit widths)
− Reduce the variation among pixels

• Local smoothing (e.g., median filter)
• Non-local smoothing (e.g., denoiser filters)

− More
• JPEG compression [Kurakin et al.]
• Dimensionality reduction [Turk and Pentland]

Local smoothing
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HOW EFFECTIVE ARE THEY IN DEFEATING ADVERSARIAL ATTACKS?

• Empirical approach (Baseline)
− Setup

• MNIST, CIFAR10, ImageNet
• 7-layer CNN, DenseNet, and MobileNet
• 100 images correctly classified by them

− Attacks
• FGSM, BIM, C&W, JSMA
• L0, L2, and L-inf distances
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HOW EFFECTIVE ARE THEY IN DEFEATING ADVERSARIAL ATTACKS?

• Empirical approach (Feature Squeezing)
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HOW EFFECTIVE ARE THEY IN DEFEATING ADVERSARIAL ATTACKS?

• Detection:
− Metric (adv. or not): 

• Used with a single squeezer “score = ||𝑓 𝑥 − 𝑓(𝑥!"#$$%$&)||'!”
• Used with multiple squeezer “score = max(𝑠𝑐𝑜𝑟𝑒!"#$$%$(!, 𝑠𝑐𝑜𝑟𝑒!"#$$%$(", … )”
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HOW EFFECTIVE IS THIS WHEN COMBINED WITH OTHER DEFENSES?

• FeatureSqueezing + AT
− Setup

• MNIST
• AT (with epsilon 0.3) + Use 2-bit for Pixels
• Use FGSM and PGD attacks (epsilon 0.1 – 0.4)
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HOW EFFECTIVE IS FEATURE SQUEEZING AGAINST ADAPTIVE ATTACKS?

• (Adaptive) attack
− Attackers who know this feature squeezing is deployed
− Adaptive attack (using C&W + L2 or L-inf):

• Reduce the prediction difference between 𝑥 and 𝑥)&* under a threshold
• Set the threshold is the one used by the detector

− Result on MNIST:
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SUMMARY 

• Research questions
− What are the squeezers a defender can choose?

• Bit-width reduction
• Smoothing (local or non-local)

− How effective are they in defeating adversarial attacks?
• Reduce the attack success rate by 87—100%
• Detection rate is up to 100% when squeezers are jointly used

− How effective are they when combined with existing defenses?
• On MNIST, it improves the robustness over what AT can provides

− How effective is feature-squeezing against adaptive attacks?
• On MNIST, the attack success rate increases to 0-68%
• One can choose a filter size randomly to defeat adaptive attacks (68% to 17%)
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CAN WE MAKE MODELS “ROBUST” TO ADVERSARIAL PERTURBATIONS?
TOWARD DEEP LEARNING MODELS RESISTANT TO ADVERSARIAL ATTACKS, MADRY ET AL., ICLR 2018

Secure-AI Systems Lab (SAIL) - CS499/599: Trustworthy ML 22



REVISITING THE FORMULATION

• Test-time (evasion) attack
− Suppose

• A test-time input 𝑥, 𝑦
• 𝑥, 𝑦 ~𝐷, 𝐷: data distribution; 𝑥 ∈ 𝑅& and 𝑦 ∈ [𝑘]; 𝑥 ∈ [0, 1]
• A NN model 𝑓 and its parameters 𝜃
• 𝐿 𝜃, 𝑥, 𝑦 : a loss function

− Objective
• Find an 𝑥)&* = 𝑥 + 𝛿	such that 𝑓 𝑥)&* ≠ 𝑦 while ||𝛿||+ ≤ 𝜀
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REVISITING THE FORMULATION

• Test-time (evasion) attack
− Suppose

• A test-time input 𝑥, 𝑦
• 𝑥, 𝑦 ~𝐷, 𝐷: data distribution; 𝑥 ∈ 𝑅& and 𝑦 ∈ [𝑘]; 𝑥 ∈ [0, 1]
• A NN model 𝑓 and its parameters 𝜃
• 𝐿 𝜃, 𝑥, 𝑦 : a loss function

− Attacker’s objective
• Find an 𝑥)&* = 𝑥 + 𝛿	such that max

,	∈	/
𝐿 𝜃, 𝑥)&*, 𝑦  while ||𝛿||+ ≤ 𝜀

− Defender’s objective
• Train a neural network 𝑓 robust to adversarial attacks
• Find 𝜃 such that min

0
𝜌 𝜃  where 𝜌 𝜃 = E 1,3 ~5 𝐿 𝜃, 𝑥)&*, 𝑦



PUTTING ALL TOGETHER

• (Models resilient to) test-time (evasion) attack
− Suppose

• A test-time input 𝑥, 𝑦
• 𝑥, 𝑦 ~𝐷, 𝐷: data distribution; 𝑥 ∈ 𝑅& and 𝑦 ∈ [𝑘]; 𝑥 ∈ [0, 1]
• A NN model 𝑓 and its parameters 𝜃
• 𝐿 𝜃, 𝑥, 𝑦 : a loss function

− Min-max optimization (between attacker’s and defender’s objectives)
• Find min

0
𝜌 𝜃  where 𝜌 𝜃 = E #,% ~' max

(	∈	+
𝐿 𝜃, 𝑥 + 𝛿, 𝑦  while ||𝛿||+ ≤ 𝜀

• 𝑠: a set of test-time samples

SADDLE POINT PROBLEM: INNER MAXIMIZATION AND OUTER MINIMIZATION



INNER MAXIMIZATION

• PGD (Projected Gradient Descent)

− Multi-step adversary; much stronger than FGSM attack
− Hyper-parameters

• 𝑡: number of iterations
• 𝛼: step-size
• 𝜀: perturbation bound |𝑥∗ − 𝑥|"

− Notation: PGD-𝑡, bounded by 𝜀, used the step-size of 𝛼



OUTER MINIMIZATION

• PGD (Projected Gradient Descent)

− Multi-step adversary; much stronger than FGSM attack

• Robust (adversarial) training
− Make a model do correct prediction on adversarial examples
− Training procedure

• At each iteration of training
• Craft PGD-𝑡 adversarial examples
• Update the model towards making it correct on those adv examples 



THE INTUITION BEHIND

• Robust training
− Deep neural networks (DNNs) are universal function approximators1

− DNNs may learn to be resistant to adversarial examples (a desirable function)
− Adversarial training (AT):

Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989
https://adversarial-ml-tutorial.org/adversarial_training/
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EVALUATION

• Findings
− (1, 3) PGD increases the loss values in a fairly consistent way
− (2, 4) Models trained with PGD attacks are resilient to the same attacks

Adversarial Training Adversarial Training



EVALUATION

• Findings
− PGD increases the loss values in a fairly consistent way
− Models trained with PGD attacks are resilient to the same attacks
− Final loss of PGD attacks are concentrated (both for defended/undefended models)

Adversarial Training



EVALUATION

• Why adversarial training (AT) works?
− Capacity is crucial for the robustness: robust models need complex decision boundary
− Capacity alone helps: high-capacity models show more robustness w/o AT



EVALUATION

• … Cont’d
− Capacity is crucial for the robustness: robust models need complex decision boundary
− Capacity alone helps: high-capacity models show more robustness w/o AT
− AT with weak attacks (like FGSM) can’t defeat a strong one like PGD
− (optional) Robustness may be at odds with accuracy



Thank You!

Secure AI Systems Lab

Tu/Th 10:00 – 11:50 am

Sanghyun Hong
https://secure-ai.systems/courses/MLSec/W22


