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MEMBERSHIP INFERENCE ATTACKS

• Threat model
− An adversary 𝒜 wants to know 
− if a sample 𝑥, 𝑦 ~ 𝐷 is the member of 
− the training set 𝑆 of an ML model 𝑓 or not
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MEMBERSHIP INFERENCE ATTACKS

• Threat model
− Suppose

• 𝑥, 𝑦 ~ 𝐷; 𝑥 is a set of features, 𝑦 is a response
• 𝑆 is a training set drawn from 𝐷!

• 𝐴 is a learning algorithm, 𝑙 is the loss function
• 𝐴" is a model trained on 𝑆
• 𝒜 is an adversary
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MEMBERSHIP INFERENCE ATTACKS

• Threat model
− Suppose

• 𝑥, 𝑦 ~ 𝐷; 𝑥 is a set of features, 𝑦 is a response
• 𝑆 is a training set drawn from 𝐷!

• 𝐴 is a learning algorithm, 𝑙 is the loss function
• 𝐴" is a model trained on 𝑆
• 𝒜 is an adversary

− Membership experiment1
• Sample 𝑆 ~ 𝐷!, and let 𝐴" = 𝐴 𝑆
• Choose 𝑏 ← {0, 1} uniformly at random
• Draw 𝑧 ~ 𝑆 if 𝑏 = 0, or 𝑧 ~ 𝐷 if 𝑏 = 1
• Exp#(𝒜, 𝐴, 𝑛, 𝐷) is 1 if 𝒜 𝑧, 𝐴", 𝑛, 𝐷 = 𝑏 and 0 otherwise. 𝒜 must output 0 or 1
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MEMBERSHIP INFERENCE ATTACKS

• Threat model
− Membership experiment1

• Sample 𝑆 ~ 𝐷!, and let 𝐴" = 𝐴 𝑆
• Choose 𝑏 ← {0, 1} uniformly at random
• Draw 𝑧 ~ 𝑆 if 𝑏 = 0, or 𝑧 ~ 𝐷 if 𝑏 = 1
• Exp#(𝒜, 𝐴, 𝑛, 𝐷) is 1 if 𝒜 𝑧, 𝐴", 𝑛, 𝐷 = 𝑏 and 0 otherwise. 𝒜 must output 0 or 1

− Membership advantage1

• Adv# 𝒜,𝐴, 𝑛, 𝐷 = Pr 𝒜 = 0|𝑏 = 0 − Pr 𝒜 = 0|𝑏 = 1
= 2Pr Exp# 𝒜,𝐴, 𝑛, 𝐷 = 1 − 1
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MEMBERSHIP INFERENCE ATTACKS

• Yeom et al. attack
− 𝒜!: Bounded loss function

• Suppose the loss function is bounded on 𝐵
• For 𝑧 = 𝑥, 𝑦

− The attacker returns 1 with the probability 𝑙(𝐴", 𝑧)/𝐵
− Otherwise, the attacker outputs 0
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MEMBERSHIP INFERENCE ATTACKS

• Yeom et al. attack
− 𝒜!: Bounded loss function

• Suppose the loss function is bounded on 𝐵
• For 𝑧 = 𝑥, 𝑦

− The attacker returns 1 with the probability 𝑙(𝐴", 𝑧)/𝐵
− Otherwise, the attacker outputs 0

• (Theorem 2) 𝒜$’s advantage is 𝑅!"#(𝐴)/𝐵
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MEMBERSHIP INFERENCE ATTACKS

• Yeom et al. attack
− 𝒜!: Bounded loss function

• Suppose the loss function is bounded on 𝐵
• For 𝑧 = 𝑥, 𝑦

− The attacker returns 1 with the probability 𝑙(𝐴", 𝑧)/𝐵
− Otherwise, the attacker outputs 0

− 𝒜": Threshold
• Suppose the attacker knows 

− The conditional probability density functions of the error
− 𝑓 𝜖 𝑏 = 0) and 𝑓 𝜖 𝑏 = 1)
− such as the avg. loss over the training data (and over the test data)

• For 𝑧 = 𝑥, 𝑦
− Let 𝜖 = 𝑦 − 𝐴"(𝑥)
− The attacker outputs argmax!∈ #,% 𝑓 𝜖 𝑏)
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MEMBERSHIP INFERENCE ATTACKS

• Evaluation
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HOW CAN WE ENHANCE THE THRESHOLD ATTACK?
MEMBERSHIP INFERENCE ATTACKS AGAINST MACHINE LEARNING MODELS, SHOKRI ET AL., OAKLAND 2017
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REVISITING YEOM ET AL. ATTACK

• Yeom et al. attack
− 𝒜!: Bounded loss function

• Suppose the loss function is bounded on 𝐵
• For 𝑧 = 𝑥, 𝑦

− The attacker returns 1 with the probability 𝑙(𝐴", 𝑧)/𝐵
− Otherwise, the attacker outputs 0

− 𝒜": Threshold
• Suppose the attacker knows 

− The conditional probability density functions of the error
− 𝑓 𝜖 𝑏 = 0) and 𝑓 𝜖 𝑏 = 1)
− such as the avg. loss over the training data (and over the test data)

• For 𝑧 = 𝑥, 𝑦
− Let 𝜖 = 𝑦 − 𝐴"(𝑥)
− The attacker outputs argmax!∈ #,% 𝑓 𝜖 𝑏)
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REVISITING YEOM ET AL. ATTACK

• Yeom et al. attack
− 𝒜": Threshold

• Suppose the attacker knows 
− The conditional probability density functions of the error
− 𝑓 𝜖 𝑏 = 0) and 𝑓 𝜖 𝑏 = 1)
− such as the avg. loss over the training data (and over the test data)

• For 𝑧 = 𝑥, 𝑦
− Let 𝜖 = 𝑦 − 𝐴"(𝑥)
− The attacker outputs argmax!∈ #,% 𝑓 𝜖 𝑏)

• Challenge:
− How to compute an optimal threshold?
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MEMBERSHIP INFERENCE ATTACKS

Secure-AI Systems Lab (SAIL) - CS499/599: Machine Learning Security 14

• Shokri et al. attack
− Key idea: shadow models

• The attacker has some data samples from 𝐷
• If the attacker trains models with those samples, we know their memberships!
• If shadow models are trained similarity, we can exploit the membership info.!

− Attacker’s data:
• Know the labeled records: 𝑥, 𝑦
• Query them to the target model

and collect its predictions: 𝑥, 𝑦 , D𝑦

− How to train?
• Create a train and test split
• Use the train data to train the shadow models



MEMBERSHIP INFERENCE ATTACKS
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• Shokri et al. attack
− What if the attacker does not have data?

• 𝑥, 𝑦 from a distribution like the victim’s…

− Data generation strategies:
• Model-based synthesis
• Statistics-based synthesis
• Noisy real-data



MEMBERSHIP INFERENCE ATTACKS
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• Shokri et al. attack
− Attack model

• Data format 𝑥, 𝑦 , D𝑦
• Some of them are “IN” the shadow train, otherwise “OUT”
• Combine three info. 𝑦, D𝑦, 𝐈𝐍 or 𝑦, D𝑦, 𝐎𝐔𝐓
• Make the attack model predict IN or OUT



EVALUATION
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• Setup
− Datasets:

• MNIST | CIFAR-10/100
• Purchases | Locations | Texas-100 | UCI Adult

− Models
• MLaaS: Google Prediction API | Amazon ML | NNs

− MI Attack
• Shadow models: 20 – 100 models

− Defenses
• Heuristics: Top-k | Precision | Regularization
• [?!] In theory: DP



• MI Attacks on CIFAR
− Shadow models: 100
− Training set (for targets):

• CIFAR-10: {2.5, 5, 10, 15}k samples
• CIFAR-100: {4.5, 10, 20, 30}k samples

− In-short: MI attacks work with a pretty reasonable acc.

EVALUATION
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• MI Attacks w. Different Models
− Dataset: Purchase-100
− Models (trained on 10k records):

• Amazon ML
• Google’s Prediction API

− In-short: across all models, MI attacks work with a pretty reasonable acc.

EVALUATION
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• MI Attacks w. Different Shadow Models
− Dataset: Location
− Modification:

• Noisy shadow training data
• No data (synthesize it!)

− In-short: MI attacks show robust acc. under the weak approximation of the dist.

EVALUATION
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• MI Attacks w. Different # classes
− Dataset: Purchase
− Modification:

• # Classes: 10 – 100 classes (keep N(𝐷&') the same)

• Google Prediction API
− In-short: More supporting data samples in the class reduces MI attacks’ success

EVALUATION
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• MI Attacks, Why Do They Work?
− Dataset: Purchase
− Modification:

• # Classes: 10 – 100 classes (keep N(𝐷&') the same)

• Google Prediction API
− In-short: It may depend on a model’s ability to distinguish members and non-members

EVALUATION
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• MI Attacks, Why Do They Work?
− Dataset: Purchase
− Modification:

• # Classes: 10 – 100 classes (keep N(𝐷&') the same)

• Google Prediction API
− In-short: It may depend on a model’s ability to distinguish members and non-members

EVALUATION
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• Defenses
− Top-k
− Precision (round-ups)
− Regularization (𝐿")

• Results (on NNs)
− Still MI attack works 

• in 𝑘 = 1 (label)
• with less precision (𝑑 = 1)

− Regularization somewhat effective
but care must be taken for a model’s acc.

EVALUATION
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HOW SHOULD WE MEASURE MEMBERSHIP INFERENCE SUCCESS?
MEMBERSHIP INFERENCE ATTACKS FROM FIRST PRINCIPLE, CALINI ET AL., OAKLAND 2022
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REVISITING YEOM ET AL. AND SHOKRI ET AL. ATTACK

• Metrics for measuring the attack success
− Membership advantage (Yeom et al.)
− Precision (Shokri et al.)
− AUROC (Jayaraman et al.)
− …
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REVISITING YEOM ET AL. AND SHOKRI ET AL. ATTACK

• Metrics for measuring the attack success
− Problem of existing metrics

• Symmetric: equal cost to false-positives and false-negatives
• Average-case metric: often in security, we are interested in a certain subset

− LOSS attack
• Metrics: 

− Membership advantage
− Precision
− AUROC

• Problem: perform at random at low-FPR
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REVISITING YEOM ET AL. AND SHOKRI ET AL. ATTACK

• Metrics for measuring the attack success
− Problem of existing metrics

• Symmetric: equal cost to false-positives and false-negatives
• Average-case metric: often in security, we are interested in a certain subset

− LOSS attack
• Metrics: membership advantage or precision
• Problem: perform at random at low-FPR
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MEMBERSHIP INFERENCE ATTACK

• LiRA (The likelihood ratio attack)
− Per-sample hardness score

• Not all examples are equal
• Some samples are easier to fit
• Some samples have a larger separability
• It does not matter if it is an inlier or outlier
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MEMBERSHIP INFERENCE ATTACK

• LiRA (The likelihood ratio attack)
− Per-sample hardness score

• Not all examples are equal
• Some samples are easier to fit
• Some samples have a larger separability
• It does not matter if it is an inlier or outlier

− Proposed attack
• Compute per-sample hardness scores
• Use parametric modeling
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EVALUATION
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• Setup
− Datasets: CIFAR-10, CIFAR-100, ImageNet and WikiText
− Models

• Wide-ResNet (CIFAR-10 and -100)
• ResNet-50 (ImageNet)
• GPT-2 small (WikiText)

− LiRA setup
• Shadow models: 65 for ImageNet and 256 for others
• Repeat the attack 10 times

− Metric
• TPR at 1% FPR
• ROC curve



EVALUATION
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• LiRA (online) attack vs others



EVALUATION
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• LiRA (online) attack vs others
− 10x more successful than the prior attacks at the low-FPR region (0.001 - 0.1 FPR)



EVALUATION
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• LiRA (online) attack and the generalization gap
− Overfitted models tend to vulnerable to the attack
− There are models with the identical gaps 100x times vulnerable
− More accurate models are more vulnerable to the attack



EVALUATION
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• LiRA (online) attack with different settings
− While the training configurations are different from shadow models to the target
− LiRA attack performs consistently; the attack is agnostic to the training setups



Thank You!

Secure AI Systems Lab

Tu/Th 4:00 – 5:50 pm

Sanghyun Hong
https://secure-ai.systems/courses/MLSec/F23
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