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EMERGING MACHINE LEARNING AS A SERVICE (MLAAS)
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• You train ML models and reach out to customers

Google AutoML

$$

$$

$$



MLAAS INCENTIVIZES MODEL EXTRACTION ATTACKERS
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• Using stolen models… what if you run:



POTENTIAL DOWNSTREAM THREATS
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• Exploiting stolen models, an adversary can:
− Start a service with the stolen models with the same functionalities
− Use the stolen model to craft adversarial examples
− Extract private information from the stolen models



HOW CAN WE STEAL YOUR MODEL?
STEALING MACHINE LEARNING MODELS VIA PREDICTION APIS, TRAMER ET AL., USENIX SECURITY 2016
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HOW CAN WE DO HIGH-FIDELITY AND HIGH-ACCURACY EXTRACTION?
HIGH ACCURACY AND HIGH-FIDELITY EXTRACTION OF NEURAL NETWORKS, JAGIELSKI ET AL., USENIX SECURITY 2020
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TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Threat model
− Goal: Theft + *Reconnaissance

• Theft: extraction of a target model
• Reconnaissance: conduct downstream attacks, such as adversarial attacks

*out of our scope



TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Threat model
− Goal: Theft (extraction attack)

• Functionally-equivalent extraction, ∀𝑥, $𝑂 𝑥 = 𝑂(𝑥)
• Fidelity extraction Pr!~#[𝑆( $𝑂 𝑥 , 𝑂 𝑥 )], where 𝑆(.) is the similarity function
• Task-accuracy extraction Pr(!,&)~#[argmax( $𝑂 𝑥 ) = 𝑦]

*out of our scope



TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Fidelity vs. task-accuracy
− Fidelity: extracted model be similar
− Accuracy: extracted model be accurate



TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Threat model
− Goal: Theft (extraction attack)

• Functionally-equivalent extraction, ∀𝑥, $𝑂 𝑥 = 𝑂(𝑥)
• Fidelity extraction Pr!~#[𝑆( $𝑂 𝑥 , 𝑂 𝑥 )], where 𝑆(.) is the similarity function
• Task-accuracy extraction Pr(!,&)~#[argmax( $𝑂 𝑥 ) = 𝑦]

*out of our scope



FUNCTIONALLY-EQUIVALENT EXTRACTION
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• “Hard”
− # of queries for extraction:

• Suppose a neural network with 3𝑘-width and 2-depth 
• On 𝑑-dimensional domain with precision of 𝑝 numbers
• The attacker needs O(𝑝() queries to perform a complete extraction

− Check if two networks are the same
• NP-hard problem

− Learning-based approach struggles with fidelity
• Suppose a deep random network with 𝑑-dimensional input and ℎ-depth
• Suppose an adversary formulated as statistical query (SQ) learning
• Require exp(𝑂(ℎ)) samples for fidelity extraction



TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Threat model
− Goal: Theft (extraction attack)

• Functionally-equivalent extraction, ∀𝑥, $𝑂 𝑥 = 𝑂(𝑥)
• Fidelity extraction Pr!~#[𝑆( $𝑂 𝑥 , 𝑂 𝑥 )], where 𝑆(.) is the similarity function
• Task-accuracy extraction Pr(!,&)~#[argmax( $𝑂 𝑥 ) = 𝑦]

− Knowledge
• Domain knowledge: 

− The attacker has partial knowledge of the training dataset
− They have some pretrained models in the same domain

• Deployment knowledge
• Model access

*out of our scope



LEARNING-BASED MODEL EXTRACTION
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• Fully-supervised model extraction
− Setup:

• Adversaries have access to some datasets
• They use the victim model 𝑓 as a labeling oracle
• They train a separate model "𝑓 on the oracle outputs
• Objective is to make "𝑓 and 𝑓 achieve same test-time accuracy

− Experimental setup:
• Oracle: a model trained on 1B Instagram images (SoTA on ImageNet)
• Attacker:

− Case I: who has 10% (~13k) or 100% of the training samples (1B)
− Case II: who improves the attack by using semi-supervised techniques (Rot. / 

MixMatch)



LEARNING-BASED MODEL EXTRACTION
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• Evaluation results
− Results (+Rot.):

• Oracle (84.2% Top-1 acc. / 97.2% in Top-5)
• Extracted models show a high accuracy (81- 94%) and fidelity (83- 97%) in Top-5
• Semi-supervised approaches (unlabeled data) improve the performance further

Problem: Non-determinism!



LEARNING-BASED MODEL EXTRACTION
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• Evaluation results
− Sources of non-determinism:

• Initialization of model parameters
• SGD (*random mini-batches)

− Prior work on FE extraction attacks:
• Milli et al.: gradient queries
• Batina et al.: power side-channel

Prior Work Assumes Too Strong Adversaries!



TAXONOMY OF EXISTING MODEL EXTRACTION ATTACKS
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• Threat model
− Goal: Theft (extraction attack)

• Functionally-equivalent extraction, ∀𝑥, $𝑂 𝑥 = 𝑂(𝑥)
• Fidelity extraction Pr!~#[𝑆( $𝑂 𝑥 , 𝑂 𝑥 )], where 𝑆(.) is the similarity function
• Task-accuracy extraction Pr(!,&)~#[argmax( $𝑂 𝑥 ) = 𝑦]

− Knowledge
• Domain knowledge: 

− The attacker has partial knowledge of the training dataset
− They have some pretrained models in the same domain

• Deployment knowledge
− 2-layer feedforward neural network with ReLU activations
− The architecture of a neural network is known (input-dim and hidden-dim)

• Model access

*out of our scope



FUNCTIONALLY-EQUIVALENT MODEL EXTRACTION
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• Jagielski et al. attack
− Intuition (ReLU)

• A standard choice of activation functions
• It makes neural networks piecewise-linear (let’s exploit it)

− Attack procedures (on a 2-layer NN)
• Critical point search
• Weight recovery
• Sign recovery
• Final layer extraction



MODEL EXTRACTION ATTACK
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• Jagielski et al. attack
− Attack procedures (on a 2-layer NN)

• Critical point search
• Weight recovery
• Sign recovery
• Final layer extraction



MODEL EXTRACTION ATTACKS
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• Jagielski et al. attack
− Attack procedures (on a 2-layer NN)

• Critical point search
• Weight recovery

− Compute second derivatives
− Estimate the ratio between two weight vectors 𝑤!, 𝑤"

• Sign recovery
• Final layer extraction



MODEL EXTRACTION ATTACKS
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• Jagielski et al. attack
− Attack procedures (on a 2-layer NN)

• Critical point search
• Weight recovery
• Sign recovery
• Final layer extraction



EVALUATION
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• Proposed attacks 
− Setup:

• Datasets: MNIST and CIFAR-10
• Models: 2-layer NN, 16 – 512 hidden units (~12 – 100k params)

− Results:
• MNIST:

− 100% fidelity on the test-set
− 2)*., − 2,-., queries for the 100% fidelity

• CIFAR-10: 
− 100% fidelity on the test-set for models with < 200k params
− 99% for the models with > 200k params
− 2)*., − 2,-., queries for the 100% fidelity



EVALUATION
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• Hybrid strategies
− Setup:

• Learning-based extraction with gradient matching
• Error-recovery through learning

− Results:
• MNIST:

− with 4x times larger models
− 99-100% fidelity on the test-set
− 2).., − 2,,., queries for the 100% fidelity 

(improvement over the previous results 2)*., − 2,-.,)
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