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HEADS-UP!

• Due dates
− 4/15: Checkpoint presentation I

• Announcement
− 4/25: Checkpoint presentation I

• 15-20 min presentation + 3-5 min Q&A
• Presentation MUST cover:

− A research problem your team chose
− A review of the prior work relevant to your problem

≫ How is your team’s work different from the prior work?
≫ What’s the paper your team picked and the results your team will reproduce?

− Next steps
− 4/25: Checkpoint review assignments are out!

• Check the Canvas for your assignment (you will be assigned to one project)
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RECAP
• Research questions

− How can we find adversarial examples?
• Threat model for evasion (test-time) attacks 
• White-box attacks: FGSM, BIM, C&W and PGD
• Properties to exploit: linearity by computing input gradients

− How can a real-world attacker exploit them in practice?
• Black-box attacks:

− Transfer attacks
− Query-based attacks

• Properties to exploit: 
− Transfer attacks: surrogate models (often ensembled)
− Query-based attacks: data-dependent and time-dependent priors

− How can we remove adversarial examples?
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TOPICS FOR TODAY
• How can we remove adversarial examples?

− Systems approach 
• Training-time defense: “Adversarial Training”
• Post-training defense: “Feature Squeezing”

− Certified approach (next lecture)

Secure-AI Systems Lab (SAIL) - CS499/599: Machine Learning Security 4



MOTIVATION
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• Initial adversarial example research
− FGSM1…

Goodfellow et al., Explaining and Harnessing Adversarial Examples, ICLR 2015

How Can We Train Models Robust to Adversarial Examples?



THE KEY IDEA
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• Adversarial training
− Deep neural networks (DNNs) are universal function approximators1

− DNNs may learn to be resistant to adversarial examples (a desirable function)
− Adversarial training (AT):

Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989



THE KEY IDEA – CONT’D
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• Adversarial training
− Deep neural networks (DNNs) are universal function approximators1

− DNNs may learn to be resistant to adversarial examples (a desirable function)
− Adversarial training (AT):

• In MNIST, AT reduces an error rate from 89.4% to 17.9% on FGSM
• AT with FGSM don’t increase the robustness to strong attacks2

1Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989
2Madry et al., Toward Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018 



THE KEY IDEA – CONT’D
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• Adversarial training
− Deep neural networks (DNNs) are universal function approximators1

− DNNs may learn to be resistant to adversarial examples (a desirable function)
− Adversarial training (AT):

• In MNIST, AT reduces an error rate from 89.4% to 17.9% on FGSM
• AT with FGSM don’t increase the robustness to strong attacks2

• AT with strong attacks (e.g., PGD) require a large capacity model

1Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989
2Madry et al., Toward Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018 



ADVERSARIAL TRAINING
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• Sub-research questions:
− SRQ 1: What does it mean by your model is robust?
− SRQ 2: What is the upper-bound of the robustness?
− SRQ 2: How can you certify that your model is robust?
− SRQ 3: How can we make the certification computationally feasible?



SRQ 1: WHAT DOES IT MEAN BY YOUR MODEL IS ROBUST?
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• Suppose:
− (𝑥, 𝑦): a test-time input and its oracle label
− 𝑥 + 𝛿: an adversarial example of 𝑥 with small 𝑙!–bounded (𝜀) perturbation 𝛿
− 𝑓: a neural network

• Robustness
− For any 𝛿 where | 𝛿 |! ≤ 𝜀
− The most probable class 𝑦" for 𝑓(𝑥 + 𝛿)
− Make 𝑓 to be  P[𝑓 𝑥 + 𝛿 = 𝑦"] >  max

#$#!
P[𝑓 𝑥 + 𝛿 = 𝑦]



SRQ 1: WHAT DOES IT MEAN BY YOUR MODEL IS ROBUST?
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• Smoothing:
− In image processing: reduce noise (high frequency components)
− In neural networks: make 𝑓 less sensitive to noise

• Randomized:
− In statistics: the practice of using chance methods (random)
− In this work: add Gaussian random noise ~𝑁 0, 𝜎%𝐼 to the input 𝑥

• Randomized Smoothing1:
− [Train w. Gaussian noise to 𝑓’s input]

[to make it less sensitive to adversarial perturbations]

1Cohen et al., Certified Adversarial Robustness via Randomized Smoothing, ICML 2019



SRQ 2: WHAT IS THE UPPER-BOUND OF THE ROBUSTNESS?
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• Suppose
− 𝑓: a base classifier (e.g., a NN)
− P 𝑓 𝑥 + 𝛿 = 𝑐& ≈ 𝑃&
− max
#$#!

P[𝑓 𝑥 + 𝛿 = 𝑦] ≈ 𝑃'

• Certified robustness
− The smoothed classifier 𝑔 is robust around 𝑥 with the 𝑙% radius

• Observations
− 𝑓 can be any classifier, e.g., convolutional neural networks, …
− 𝑅 (Guarantee) is large when we use high noise, 𝑐& is high, or 𝑐' is low
− 𝑅 (Guarantee) is infinite as 𝑃& ≈ 1 and 𝑃' ≈ 0



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Certification and classification with the robustness

Guarantee the probability of 𝑃𝑅𝐸𝐷𝐼𝐶𝑇
returning a class other than 𝑔(𝑥) is 𝛼

𝐶𝐸𝑅𝑇𝐼𝐹𝑌 returns a class 𝑐! and a radius 
𝑅 for the 𝑔(𝑥) with the probability 𝛼



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Certification and classification with the robustness



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Setup
− CIFAR10: ResNet-110 and its full test-set
− ImageNet: ResNet-50 and 500 random chosen test-set samples

• Measure
− (approximate) Certified test-set accuracy



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Radius 𝑅 vs. certified accuracy (by smoothing with 𝜎)

← CIFAR10

ImageNet →



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Certified accuracy compared to prior work

← ImageNet, smoothed by 𝜎 = 0.25



SRQ 3: HOW YOU CAN CERTIFY A MODEL IS ROBUST?
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• Certified accuracy vs. { # samples or confidence }



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Conversion to a robust classifier
− Train a base classifier 𝑓 with noised samples ~𝑁 𝑥, 𝜎%𝐼 with 𝑥’s oracle label
− Train a denoiser 𝐷( : 𝑅) → 𝑅) that removes the input perturbations for 𝑓

• Problem:
− Should we re-train all the classifiers, already trained and on-service?
− How much would it be practical? [Consider ImageNet models]

• Solution:
− Denoised smoothing1: add a denoiser on top of a pre-trained classifier

1Salman et al., Denoised Smoothing: A Provable Defense for Pretrained Classifiers, NeurIPS 2020



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Conversion to a robust classifier
− Train a base classifier 𝑓 with noised samples ~𝑁 𝑥, 𝜎%𝐼 with 𝑥’s oracle label
− Train a denoiser 𝐷( : 𝑅) → 𝑅) that removes the input perturbations for 𝑓

• Problem:
− Should we re-train all the classifiers, already trained and on-service?
− How much would it be practical? [Consider ImageNet models]

• Solution:
− Denoised smoothing: add a denoiser on top of a pre-trained classifier



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 

Secure-AI Systems Lab (SAIL) - CS499/599: Machine Learning Security 21

• Goal
− Not to train 𝑓 on noise
− But, to provide certification to 𝑓

• Formally, We want
− This:

− To be this:

• Train 𝐷)
− MSE objective: Just train 𝐷( to remove Gaussian noise 
− + Stability objective: (White-box) Preserve 𝑓’s predictions



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Setup
− ImageNet:

• Pre-trained classifiers: ResNet-18/34/50 (white-box)
• Baseline: ResNet-110 certified with 𝜎 = 1.0

− Denoisers: DnCNN and MemNet trained with 𝜎 = 0.25, 0.5, 1.0
− Objectives: MSE / Stab / Stab+MSE

• White-box (as-is) | Black-box (14-surrogate models)

• Measure
− (approximate) Certified test-set accuracy



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Radius 𝑅 vs. certified accuracy (train denoisers with 𝜎 = 0.25)



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Radius 𝑅 vs. certified accuracy (train denoisers with 𝜎 = 0.25)



SRQ 4: HOW CAN WE MAKE THIS COMPUTATIONALLY FEASIBLE? 
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• Radius 𝑅 vs. certified accuracy (train denoisers with 𝜎 = 0.25)



TOPICS FOR TODAY
• How can we remove adversarial examples?

− Systems approach 
• Training-time defense: “Adversarial Training”
• Post-training defense: “Feature Squeezing”

− Certified approach (next lecture)
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MOTIVATION
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• Existing Defenses
− Make robust models:

• (Gradient masking) Defensive distillation
• Adversarial training
• …

− Detect adversarial examples:
• Sample statistics
• Train a detector model
• Prediction inconsistency (majority vote…)
• …

Can We Make Adversarial Perturbation Ineffective?



MOTIVATION – CONT’D
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• Information-theoretical Perspective
− Compression!

Panda



THE KEY IDEA: FEATURE SQUEEZING
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• FeatureSqueezing

− (Goal) To detect whether an input is adversarial example or not
− (Idea) A model should return similar predictions over squeezed samples



FEATURE SQUEEZING
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• Sub-research questions:
− SRQ 1: What are the squeezers a defender can choose?
− SRQ 2: How effective are they in defeating adversarial attacks?
− SRQ 3: How effective are they when combined with existing defenses?
− SRQ 4: How effective is feature-squeezing against adaptive attacks?



SRQ 1: WHAT ARE THE SQUEEZERS A DEFENDER CAN CHOOSE?
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• H-space
− Reduce the color depth (8-bit: 0-255 to lower-bit widths)
− Reduce the variation among pixels

• Local smoothing (e.g., median filter)
• Non-local smoothing (e.g., denoiser filters)

− More
• JPEG compression [Kurakin et al.]
• Dimensionality reduction [Turk and Pentland]

Local smoothing



SRQ 2: HOW EFFECTIVE ARE THEY IN DEFEATING ADV. ATTACKS?
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• Empirical approach (Baseline)
− Setup

• MNIST, CIFAR10, ImageNet
• 7-layer CNN, DenseNet, and MobileNet
• 100 images correctly classified by them

− Attacks
• FGSM, BIM, C&W, JSMA
• L0, L2, and L-inf distances



SRQ 2: HOW EFFECTIVE ARE THEY IN DEFEATING ADV. ATTACKS?
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• Empirical approach (Feature Squeezing)



SRQ 2: HOW EFFECTIVE ARE THEY IN DEFEATING ADV. ATTACKS?
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• Detection:
− Metric:

• Used with a single squeezer “score = ||𝑓 𝑥 − 𝑓(𝑥*+,--.-))||/"”
• Used with multiple squeezer “score = max(𝑠𝑐𝑜𝑟𝑒*+,--.-0", 𝑠𝑐𝑜𝑟𝑒*+,--.-0#, … )”



SRQ 3: HOW EFFECTIVE IS THIS WHEN COMBINED WITH OTHER DEFENSES?
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• FeatureSqueezing + AT
− Setup

• MNIST
• AT (with epsilon 0.3) + Use 2-bit for Pixels
• Use FGSM and PGD attacks (epsilon 0.1 – 0.4)



SRQ 4: HOW EFFECTIVE IS FEATURE SQUEEZING AGAINST ADAPTIVE ATT.?
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• (Adaptive) attack
− Attackers who know this feature squeezing is deployed
− Adaptive attack (using C&W + L2 or L-inf):

• Reduce the prediction difference between 𝑥 and 𝑥1)2 under a threshold
• Set the threshold is the one used by the detector

− Result on MNIST:



MOTIVATION
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• Research Questions
− SRQ 1: What are the squeezers a defender can choose?

• Bit-width reduction
• Smoothing (local or non-local)

− SRQ 2: How effective are they in defeating adversarial attacks?
• Reduce the attack success rate by 87—100%
• Detection rate is up to 100% when squeezers are jointly used

− SRQ 3: How effective are they when combined with existing defenses?
• On MNIST, it improves the robustness over what AT can provides

− SRQ 4: How effective is feature-squeezing against adaptive attacks?
• On MNIST, the attack success rate increases to 0-68%
• One can choose a filter size randomly to defeat adaptive attacks (68% to 17%)



Thank You!

Secure AI Systems Lab

Tu/Th 10:00 – 11:50 am

Sanghyun Hong
https://secure-ai.systems/courses/MLSec/Sp23


