
Notice

• Due dates
− Written paper critiques (on 01.26)
− Homework 2 (02.07 – 2 weeks)
− Term Project Presentation 1 (on 1/31) [Presentation order is in the Sign-up sheet]

• Sign-up (on the Google Sheet)
− Scribe Lecture Note
− In-class Paper Presentation / Discussion
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Recap
• ML Matters
• Evasion (Test-time Adversarial) Attack

− Threat model
− Attacks:

• White-box: 
− FGSM / BIM
− C&W / PGD attacks

• Black-box: 
− Practicality
− Transfer-based attacks

− Mitigation:
• Adversarial training (AT)
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Topics for Today
• ML Matters
• Evasion (Test-time Adversarial) Attack

− Threat model
− Attacks:

• White-box: 
− FGSM / BIM
− C&W / PGD attacks

• Black-box: 
− Practicality
− Transfer-based attacks
− Optimization-based attacks

− Mitigation:
• Adversarial training (AT)
• Systematic defense (e.g., FeatureSqueezing)
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Prior Convictions: Black-Box Adversarial Attacks with Bandits and Priors
Andrew Ilyas, Logan Engstrom, and Alexander Madry



Motivation
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• Black-box Attacks on Classifiers
− Example scenario:

• Upload (inappropriate) photos to your Instagram account 

− Challenges (vs. white-box attacks, like FGSM, BIM, PGD, …):
• Gradient information is not available

− Possible attack methods
• Exploit transferability
• Optimize your adversarial perturbations with query outputs



Motivation: PGD Revisit’d
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• Suppose:
− 𝑥, 𝑦 : a test-time sample; 𝑥 ∈ 𝑅! and 𝑦 ∈ [𝑘]; 𝑥 ∈ [0, 1]
− 𝑓: a neural network; 𝜃: its parameters
− 𝐿 𝜃, 𝑥, 𝑦 : a loss function

• Goal (of the first order attacker):
− Find an 𝑥"!# = 𝑥 + 𝛿 such that max

$ ∈ &
𝐿 𝜃, 𝑥"!#, 𝑦 while ||𝛿||' ≤ 𝜀

• PGD Crafts:

We Need to Know This!



Motivation: Gradient Estimation Problem
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• Zeroth-order Optimization
− Finite Difference Method (FDM):

• Compute: derivative of a function 𝑓 at a point 𝑥 towards a vector 𝑣

− FDM for the gradient with 𝑑-components:

• PGD in the black-box cases:



Motivation 
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• Research Questions
− RQ 1: How accurate should we estimate a gradient for successful attacks?
− RQ 2: How can we estimate gradient accurately with smaller queries?
− RQ 3: (If we find a method) How effective (and successful) is this new method?



RQ 1: How Accurate Should We Estimate Gradients?
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• Toy Experiment
− Correctly-picked perturbations vs. Randomly-picked perturbations
− PGD can be effective even with the imperfect gradient estimate



RQ 1: How Accurate Should We Estimate Gradients?
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• Query-efficiency
− The Least Squares Method:

− Iteratively compute the estimate 8𝑔, where:
• 𝐴: Queries {1, 2, …}
• 𝑦: the corresponding inner product values

− Natural Evolution Strategy [Ilyas et al.] and Least Squares equivalence



Lessons 
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• Research Questions
− RQ 1: How accurate should we estimate a gradient for successful attacks?

• PGD can be quite successful with imperfect gradient estimates
• Query-efficiency is bounded by the prior work [Ilyas et al.] in practical scenarios

− RQ 2: How can we estimate gradient accurately with smaller queries?
− RQ 3: (If we find a method) How effective (and successful) is this new method?



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Priors
− Gradients are correlated in successive attack iterations
− Pixels close to each other tend to have similar values



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Priors
− [Time-dependent] Gradients are correlated in successive attack iterations
− [Data-dependent] Pixels close to each other tend to have similar values



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Time-dependent & Data-dependent Priors



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Formulate the Problem to the Bandit Framework
− Bandit problem



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Formulate the Problem to the Bandit Framework
− Gradient Estimation



RQ 2: How Can We Improve Query-efficiency for the Attacks?
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• Formulate the Problem to the Bandit Framework
− Gradient Estimation



Lessons 
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• Research Questions
− RQ 1: How accurate should we estimate a gradient for successful attacks?

• PGD can be quite successful with imperfect gradient estimates
• Query-efficiency is bounded by the prior work [Ilyas et al.] in practical scenarios

− RQ 2: How can we estimate gradient accurately with smaller queries?
• Use two priors: time- and data-dependent priors
• Formulate the estimation into the bandit framework

− RQ 3: (If we find a method) How effective (and successful) is this new method?



RQ 3: How Effective the New Attack?
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• Setup
− ImageNet (10k randomly chosen samples)
− Inception-v3
− Baseline: NES

• Results



Lessons 
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• Research Questions
− RQ 1: How accurate should we estimate a gradient for successful attacks?

• PGD can be quite successful with imperfect gradient estimates
• Query-efficiency is bounded by the prior work [Ilyas et al.] in practical scenarios

− RQ 2: How can we estimate gradient accurately with smaller queries?
• Use two priors: time- and data-dependent priors
• Formulate the estimation into the bandit framework

− RQ 3: (If we find a method) How effective (and successful) is this new method?
• Require 2.5 – 5x less queries for successful attacks compared to NES



Topics for Today
• ML Matters
• Evasion (Test-time Adversarial) Attack

− Threat model
− Attacks:

• White-box: 
− FGSM / BIM
− C&W / PGD attacks

• Black-box: 
− Practicality
− Transfer-based attacks
− Optimization-based attacks

− Mitigation:
• Adversarial training (AT)
• Systematic defense (e.g., FeatureSqueezing)
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Feature Squeezing: Detecting Adversarial Examples in DNNs
Weilin Xu, David Evans, and Yanjun Qi



Motivation
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• Existing Defenses
− Make robust models:

• (Gradient masking) Defensive distillation
• Adversarial training
• …

− Detect adversarial examples:
• Sample statistics
• Train a detector model
• Prediction inconsistency (majority vote…)
• …



Motivation
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• Information-theoretical Perspective

Panda



Key Idea
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• FeatureSqueezing

− (Reasonable) Models should return similar predictions over squeezed samples
− Otherwise, it’s an adversarial inputs



Motivation 
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• Research Questions
− RQ 1: What are the squeezers available for a defender?
− RQ 2: How much are they effective against existing adversarial attacks?
− RQ 3: How much are they effective when combined with existing defenses?
− RQ 4: How much is feature-squeezing effective under adaptive attacks?



Threat Model
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• Attacker:
− Goal: fool the victim classifier on a test-time input 𝑥
− Capability: craft adversarial examples 𝑥"!# for 𝑥
− Knowledge

• White-box
• Doesn’t know whether feature squeezing is used

• Defender:
− Detect whether the current input 𝑥 is adversarial or not



RQ 1: What Are Squeezers Available for a Defender? 
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• Two simple techniques
− Reduce the color depth (8-bit to a few bits)
− Reduce the variation among pixels

• Local smoothing (e.g., median filter)
• Non-local smoothing (e.g., denoise)

− Others
• JPEG compression [Kurakin et al.]
• Dimensionality reduction [Turk and Pentland]



RQ 2: How Much Are They Effective? 
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• Evaluation
− Setup

• MNIST, CIFAR10, and ImageNet
• 7-layer CNN, DenseNet, and MobileNet
• 100 images correctly classified by those models

− Attacks
• FGSM, BIM, C&W (Next | LL), JSMA
• L0, L2, and L-inf distances



RQ 2: How Much Are They Effective? 

Secure-AI Systems Lab (SAIL) - CS499/599: Machine Learning Security 31

• Effectiveness of the Squeezers



RQ 2: How Much Are They Effective? 
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• Detection:
− Metric:

• Used with a single squeezer “score = ||𝑓 𝑥 − 𝑓(𝑥()*++,+!)||-!”
• Used with multiple squeezer “score = max(𝑠𝑐𝑜𝑟𝑒()*++,+.!, 𝑠𝑐𝑜𝑟𝑒()*++,+.", … )”



RQ 3: When Combined with Adversarial Training (AT)
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• Effectiveness of the Squeezers + AT
− Setup

• MNIST
• AT (with epsilon 0.3) + Use 2-bit for Pixels
• Use FGSM and PGD attacks (epsilon 0.1 – 0.4)



RQ 4: Is Feature Squeezing Effective against Adaptive Attacks?
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• Adaptive attacker
− Difference: Know the feature squeezing is used
− Adaptive attack (using C&W + L2 or L-inf):

• Reduce the prediction difference between 𝑥 and 𝑥"!# under a threshold
• Set the threshold is the one used by the detector

− Result on MNIST:



Motivation 
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• Research Questions
− RQ 1: What are the squeezers available for a defender?

• Bit-width reduction
• Smoothing (local or non-local)

− RQ 2: How much are they effective against existing adversarial attacks?
• Reduce the attack success rate by 87—100%
• Detection rate is up to 100% when squeezers are jointly used

− RQ 3: How much are they effective when combined with existing defenses?
• On MNIST, it improves the robustness over what AT can provides

− RQ 4: How much is feature-squeezing effective under adaptive attacks?
• On MNIST, the attack success rate increases to 0-68%
• One can choose a filter size randomly to defeat adaptive attacks (68% to 17%)



Recap
• ML Matters
• Evasion (Test-time Adversarial) Attack

− Threat model
− Attacks:

• White-box: 
− FGSM / BIM
− C&W / PGD attacks

• Black-box: 
− Practicality
− Transfer-based attacks
− Optimization-based attacks

− Mitigation:
• Adversarial training (AT)
• Systematic defense (e.g., FeatureSqueezing)
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Thank You!

Secure AI Systems Lab

Mon/Wed 12:00 – 1:50 pm

Sanghyun Hong
https://secure-ai.systems/courses/MLSec/W22


