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WHY DO ADVERSARIAL ATTACKS TRANSFER?
THE SPACE OF TRANSFERABLE ADVERSARIAL EXAMPLES, TRAMER ET AL.

WHY DO ADVERSARIAL ATTACKS TRANSFER, DEMONTIS ET AL., USENIX SECURITY 2019
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• How to answer this question?
− Inspect a model’s decision boundary (Liu et al., Tramer et al.)
− Inspect the data distribution (Tramer et al.)
− Comprehensive empirical evaluation (Demotis et al.)
− …
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• Recap: Inspect a model’s decision boundary
− Setup:

• Take a sample image, and two orthogonal gradient directions
• Perturb the sample along each direction and measure the labels

− Results
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• Recap: Inspect a model’s decision boundary: ensemble
− Setup:

• Take a sample image, and two orthogonal gradient directions
• Perturb the sample along each direction and measure the labels

− Results
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• Inspect a model’s decision boundary: subspace
− Setup:

• Take a sample image, and multiple orthogonal gradient directions
• Perturb the sample along each direction and measure the loss

− Results
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• Inspect a model’s decision boundary: similarity
− Setup:

• Take a sample image, and three gradient directions: Legit, Adv., and Rand.
• Perturb the sample along each direction and measure the distance to 

the decision boundary and between two boundaries
− Results
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• Inspect a model’s decision boundary: similarity
− Setup:

• Take a sample image, and three gradient directions: Legit, Adv., and Rand.
• Perturb the sample along each direction and measure the distance to 

the decision boundary and between two boundaries
− Results
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• Ubiquity hypothesis
− Hypothesis I: 

• Suppose two models achieve low errors and low robustness to adv examples
adversarial examples crafted on one model transfer to the other

− Evaluation I:
• Train two different models on a task and find adversarial examples do not transfer
• Results: found, reject

− Hypothesis II (XOR artifact):
• Suppose that two models trained on the same set of input features learn representations

for which adversarial examples do not transfer to each other; both are non-robust
− Evaluation II:

• Adversarial examples crafted one model does not transfer well to the other
• Results: does not work, reject
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• How to answer this question?
− Inspect a model’s decision boundary (Liu et al., Tramer et al.)
− Inspect the data distribution (Tramer et al.)
− Comprehensive empirical evaluation (Demotis et al.)
− …
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• Comprehensive empirical evaluation
− Setup:

• A strong adversarial attack
• Models

− SVM (linear / rbf)
− (logistic / ridge) Regression
− Neural networks

• Datasets
− MNIST-89
− Drebin (android malware)



WHY DO ADVERSARIAL EXAMPLES TRANSFER?

Secure-AI Systems Lab (SAIL) - CS499/599: Machine Learning Security 12

• Comprehensive empirical evaluation
− Setup:

• Model complexity (= # of parameters) matters
• Train two models with different complexities

and measure the success rate of white-box attacks (why?)
− Results
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• Comprehensive empirical evaluation
− Setup:

• Model complexity (= # of parameters) matters
• Train two models with different complexities

and measure the success rate of white-box attacks (why?)
• Run transfer-based attacks between all pairs 

of models and measure the attack success
− Results

• Use of low-complexity models as a surrogate
increases the adversarial transferability

• Random forest classifiers are particularly 
vulnerable to transfer-based attacks
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• Comprehensive empirical evaluation
− Setup:

• Gradient alignment (= # of parameters) matters
• Compute the gradient from a surrogate and a target for the same 𝑥

and measure the cosine similarity metric between the two gradients
− Results
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• Take aways
− If the decision boundaries of two models similar, the transferability increases
− If the transferability is high between two models, there’s a common adv. subspace
− The transferability is non-trivial

• Two models trained to achieve low-loss and low-resilience to white-box attacks
• But the adversarial examples do not transfer well between each other

− XOR artifacts
• Two models trained with the same set of features, but on disjoint datasets
• But the adversarial examples do not transfer well between each other

− If the attacker uses low-complexity models, the transferability becomes high
− If the two models have aligned gradients, the transferability is high
− … (your contributions)



Thank You!

Secure AI Systems Lab

Instructor: Sanghyun Hong
https://secure-ai.systems/courses/MLSec/Sp23

https://secure-ai.systems/courses/MLSec/Sp23

	Slide 1: CS 499/579: Trustworthy ML Adversarial attacks: transferability – cont’d
	Slide 2
	Slide 3: Why do adversarial attacks transfer?
	Slide 4: Why do adversarial examples transfer?
	Slide 5: Why do adversarial examples transfer?
	Slide 6: Why do adversarial examples transfer?
	Slide 7: Why do adversarial examples transfer?
	Slide 8: Why do adversarial examples transfer?
	Slide 9: Why do adversarial examples transfer?
	Slide 10: Why do adversarial attacks transfer?
	Slide 11: Why do adversarial examples transfer?
	Slide 12: Why do adversarial examples transfer?
	Slide 13: Why do adversarial examples transfer?
	Slide 14: Why do adversarial examples transfer?
	Slide 15: Why do adversarial attacks transfer?
	Slide 16: CS 499/579: Trustworthy ML Adversarial attacks: use queries
	Slide 17: Adversarial examples attacks
	Slide 18: Adversarial attacks
	Slide 19: (Transfer-based) black-box adversarial attack
	Slide 20: (Optimization-based) black-box adversarial attack
	Slide 21
	Slide 23: Recap: the formulation
	Slide 24: Optimization-based attack
	Slide 25: Optimization-based attack
	Slide 26: Revisit: the formulation
	Slide 27: Optimization-based attack is the gradient estimation problem
	Slide 28: Optimization-based attack is the gradient estimation problem 
	Slide 29: Optimization-based attack is the gradient estimation problem 
	Slide 30: Optimization-based attack is the gradient estimation problem 
	Slide 31: Optimization-based attack is the gradient estimation problem 
	Slide 32: Optimization-based attack is the gradient estimation problem 
	Slide 33: Putting all together
	Slide 34: Putting all together
	Slide 35: Putting all together
	Slide 36: How effective is this new attack (= method)?
	Slide 37: Optimization-based attack
	Slide 38

