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TOPICS FOR THIS WEEK

• Trustworthy AI
− Motivation
− Preliminaries

• Machine learning (ML)
− (Potential) Threats

• Adversarial attacks
• Data poisoning
• Privacy attacks

− Discussion
• More issues (social bias, fairness, …)
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WHY MACHINE LEARNING MATTERS?
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EMERGING SYSTEMS ENABLED BY ML
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Cars that drive themselves Robots that perform surgery

Systems that monitor potential threats Chips that understand your brain signals



• Security principles (CIA Triad)
− Confidentiality
− Integrity
− Availability

• Like any other computer systems, ML systems can fail on CIA

WHY DO WE CARE ABOUT THE TRUSTWORTHINESS OF THIS?
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• Confidentiality: Privacy 

WHY DO WE CARE ABOUT THE TRUSTWORTHINESS OF THIS?
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• Integrity: Backdooring or poisoning (or Terminal Brain Damage1)

WHY DO WE CARE ABOUT THE TRUSTWORTHINESS OF THIS?
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[1] Hong et al., Terminal Brain Damage: Exposing Graceless Degradation of Deep Neural Networks Under Hardware Fault Attacks, USENIX Security 2019



• Integrity: Robustness (or Terminal Brain Damage1)

WHY DO WE CARE ABOUT THE TRUSTWORTHINESS OF THIS?
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[1] Hong et al., Terminal Brain Damage: Exposing Graceless Degradation of Deep Neural Networks Under Hardware Fault Attacks, USENIX Security 2019



WHY DO WE CARE ABOUT THE TRUSTWORTHINESS OF THIS?
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• More issues: fairness or explainability



TOPICS FOR THIS WEEK
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− Motivation
− Preliminaries
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− (Potential) Threats
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• Privacy attacks

− Discussion
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PRELIMINARIES: MACHINE LEARNING 

• Representative learning paradigms in ML
− Supervised learning
− Unsupervised learning
− Semi-supervised learning
− … (many more)

• Terminologies
− Data (training, validation, and test)
− Model
− Training algorithm
− Loss (error)
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PRELIMINARIES: MACHINE LEARNING 

• A ML model
− A function 𝑓!: 𝑋 → 𝑌 with a set of parameters 𝜃 that 

are optimized to perform a desired task during training
− ML model examples:

• Support vector machine (SVM): Linear-SVM, RBF-SVM, …
• Linear regression models
• Logistic regression models
• Decision trees
• Random forest models
• Neural networks

− Convolutional neural networks (CNNs)
− Recurrent neural networks (RNNs)
− Transformers
− Bi-directional encoder-decoder transformers (BERT)
− … (many more)
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Generally, ML models becomes 
complex as we advance them



PRELIMINARIES: MACHINE LEARNING 

• Complex ML models?
− It typically means a model can form a complex decision boundary
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← Linear model (SVM)

Neural Network →



PRELIMINARIES: MACHINE LEARNING 

• Training a ML model
− Note: we review this in the context of supervised learning
− Procedure (ERM)

• Define a loss (or an error) function: ℒ(𝑥, 𝑦)
• Minimize the expected error on the training data iteratively
• (If the error is sufficiently minimized) Stop training and save the final model
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PRELIMINARIES: MACHINE LEARNING 
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− Procedure (ERM)

• Mini-batch stochastic gradient descent (mini-batch SGD)
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Interactive visualization!

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/


PRELIMINARIES: MACHINE LEARNING 

• Training a ML model
− Note: we review this in the context of supervised learning
− Procedure (ERM)

• Define a loss (or an error) function: ℒ(𝑥, 𝑦)
• Minimize the expected error on the training data iteratively (SGD)
• (If the error is sufficiently minimized) Stop training and save the final model

− Store all the parameters 𝜃
− Load the stored parameters to 𝑓
− Run classification 𝑓! 𝑥 = *𝑦
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TOPICS FOR THIS WEEK
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THE ADVERSARIAL EXAMPLE
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Prediction: Panda

+	0.007	× =

Human-imperceptible Noise Prediction: Gibbon

Goodfellow et al., Explaining and Harnessing Adversarial Examples, International Conference on Learning Representations (ICLR), 2015.

• Input to a neural network that contains human-imperceptible perturbations 
carefully crafted with the objective of fooling the network



WHY DO WE CARE?

• from the security perspective: it makes ML-enabled systems unavailable
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WHY DO WE CARE?

• from the ML perspective: it is counter-intuitive
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ImageNet Classification Top-5 Error Rate (%)



HOW CAN WE FIND ADVERSARIAL EXAMPLES?

• Sub-topics
− Adversarial example as an attack

• What is the attack scenario (threat model)?
• What is the right method for finding adversarial examples?
• What properties do an adversarial examples exploit?

− Defense against adversarial attacks
• What does it mean by a “defense”?
• What are the defense mechanisms proposed?
• How can we make sure that it defeats adversarial attacks?
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WHAT IS THE ATTACK SCENARIO (THREAT MODEL)?

• Evasion!
− Goal: 

• Craft (human-imperceptible) perturbations that can make 
a sample in the test-time misclassified by a model 𝑓!

− Knowledge:
• (of course) Samples in the test time
• Model architecture and parameters

− White-box: knows all the model internals
− Black-box: does not know them

− Capability:
• Sufficient computational power to craft adversarial examples
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HOW CAN WE FIND THE ADVERSARIAL EXAMPLES?

• Potential approaches
− Suppose that you want to evade face recognition
− What are the techniques you can use?

• Hand-crafting: manipulate pixel values and see how it goes
• Gradient-based approach: we exploit gradients
• Micro-labs!
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HOW CAN WE FIND THE ADVERSARIAL EXAMPLES?
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• Fast gradient sign method (FGSM)
− Suppose we have 
− a test-time input (𝑥, 𝑦)
− a neural network model 𝑓 and its parameters 𝜃
− a loss (or a cost) function 𝐿(𝑓! , 𝑥, 𝑦)

• Find
− An adversarial perturbation 𝛿 such that 𝑓 𝑥 + 𝛿 ≠ 𝑦 and ||𝛿||! < 𝜀

𝛿



HOW CAN WE FIND THE ADVERSARIAL EXAMPLES?
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• Fast gradient sign method (FGSM)
− Suppose we have 
− a test-time input (𝑥, 𝑦)
− a neural network model 𝑓 and its parameters 𝜃
− a loss (or a cost) function 𝐿(𝑓! , 𝑥, 𝑦)

• Find
− An adversarial perturbation 𝛿 such that 𝑓 𝑥 + 𝛿 ≠ 𝑦 and ||𝛿||! < 𝜀

• Results
− On MNIST: 99.9% error rate with an avg. confidence of 79.3% (𝜀 = 0.25)
− On CIFAR10: 87.2% error rate with an avg. confidence of 96.6% (𝜀 = 0.1)

𝛿



HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?

• FGSM (Fast Gradient Sign Method)

− FGSM can be viewed as a simple one-step toward maximizing the loss (inner part)

• PGD (Projected Gradient Descent)

− Multi-step adversary; much stronger than FGSM attack
FGSM
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HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?
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• Results from attacking AlexNets trained on ImageNet

Incorrect Incorrect+ 𝛿 + 𝛿



HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?
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HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?
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• Evaluation of attacks in realistic setup
1. Craft adversarial examples, store them in PNG, and print them
2. Take photos of printed AEs with a cell phone
3. Resize and center-crop the images from 2
4. Run classification on the images from 3

• Result
− A model’s accuracy drops
− Small destruction of 𝛿



HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?
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• Still, I don’t believe it works: Link, Link, Link
• Still, I want more: Link

https://www.youtube.com/watch?v=zQ_uMenoBCk
https://users.ece.cmu.edu/~lbauer/proj/advml.php
https://www.cs.umd.edu/~tomg/projects/invisible/
https://www.youtube.com/watch?v=qNCXAojeEV4


HOW CAN WE FIND THE STRONG ADVERSARIAL EXAMPLES?
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• Let’s see!
− Example:

 

Title: Your Final Grades
Sender: Hóng (sanghyun@oregonstate.com)

Hey Guys,

There are some corrections on your final exam scores.
I need you to confirm your scores immediately from here.

Thanks,
Sanghyun



WHAT PROPERTIES DO ADVERSARIAL EXAMPLES EXPLOIT?

• Common belief in 2010s (about neural networks)
− B1: Neurons represent certain input features

• People use this intuition to find semantically-similar inputs
• Neural networks may have the ability to disentangle features at neuron-level

− B2: Networks are stable when there is small perturbations to their inputs
• Random perturbations to inputs are difficult to change networks’ predictions

Secure-AI Systems Lab (SAIL) - CS499/579: Trustworthy ML 35



WHAT PROPERTIES DO ADVERSARIAL EXAMPLES EXPLOIT? B1
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Images that activates a 
certain neuron the most

Images that activates 
a random dir. the most



WHAT PROPERTIES DO ADVERSARIAL EXAMPLES EXPLOIT? B2

• B2 is not true as there’re adversarial examples
− A false sense of security!
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1 Szegedy et al., Intriguing Properties of Neural Networks, ICLR



HOW CAN WE FIND ADVERSARIAL EXAMPLES?

• Sub-topics
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WHAT DOES IT MEAN BY A DEFENSE?
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Prediction: Panda

+	0.007	× =

Human-imperceptible Noise Prediction: Gibbon

Goodfellow et al., Explaining and Harnessing Adversarial Examples, International Conference on Learning Representations (ICLR), 2015.

• Input to a neural network that contains human-imperceptible perturbations 
carefully crafted with the objective of fooling the network

Prediction: Panda



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• Information-theoretical perspective (to remove 𝛿)
− Compression!

Panda



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• Feature Squeezing

− (Goal) To detect whether an input is adversarial example or not
− (Idea) A model should return similar predictions over squeezed samples



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• Squeezers
− Reduce the color depth (8-bit: 0-255 to lower-bit widths)
− Reduce the variation among pixels

• Local smoothing (e.g., median filter)
• Non-local smoothing (e.g., denoiser filters)

− More
• JPEG compression [Kurakin et al.]
• Dimensionality reduction [Turk and Pentland]

Local smoothing



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• Empirical approach (Baseline)
− Setup

• MNIST, CIFAR10, ImageNet
• 7-layer CNN, DenseNet, and MobileNet
• 100 images correctly classified by them

− Attacks
• FGSM, BIM, C&W, JSMA
• L0, L2, and L-inf distances



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• Empirical approach (Feature Squeezing)



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? HEURISTIC METHOD
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• (Adaptive) attack
− Attackers who know this feature squeezing is deployed
− Adaptive attack (using C&W + L2 or L-inf):

• Reduce the prediction difference between 𝑥 and 𝑥"#$ under a threshold
• Set the threshold is the one used by the detector

− Result on MNIST:



WHAT DOES IT MEAN BY A DEFENSE? THEORETICALLY
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• Suppose:
− (𝑥, 𝑦): a test-time input and its label
− 𝑥 + 𝛿: an adversarial example of 𝑥 with small 𝑙%–bounded (𝜀) perturbation 𝛿
− 𝑓!: a neural network

• Robust to adversarial examples
− For any 𝛿 where | 𝛿 |% ≤ 𝜀 
− The most probable class 𝑦& for 𝑓(𝑥 + 𝛿)
− Make 𝑓 to be  P[𝑓 𝑥 + 𝛿 = 𝑦&]  >  max

'('!
P[𝑓 𝑥 + 𝛿 = 𝑦]



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• Smoothing:
− In image processing: reduce noise (high frequency components)
− In neural networks: make 𝑓 less sensitive to noise

• Randomized:
− In statistics: the practice of using chance methods (random)
− In this work: add Gaussian random noise ~𝑁 0, 𝜎)𝐼 	to the input 𝑥

• Randomized Smoothing1:
− Make 𝑓 less sensitive to input perturbations

1Cohen et al., Certified Adversarial Robustness via Randomized Smoothing, ICML 2019



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• Suppose
− 𝑓: a base classifier (e.g., a NN)
− P 𝑓 𝑥 + 𝛿 = 𝑐* ≈ 𝑃*
− max
'('!

P[𝑓 𝑥 + 𝛿 = 𝑦] ≈ 𝑃+

• Certificate!
− The smoothed classifier 𝑔 is robust around 𝑥 with the 𝑙) radius



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• The key idea: adversarial training
− Neural networks are universal function approximators1

− They may learn to be resistant to adversarial examples
− Adversarial training (AT): train models on adversarial examples

1Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989
2Madry et al., Toward Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018 



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• The key idea: adversarial training
− Adversarial training (AT): train models on adversarial examples

• (MNIST) It reduces an error rate from 89% to 18% on FGSM
• (CIFAR10) It reduces an error rate from 1% to 44% on PGD

1Hornik et al., Multilayer feedforward networks are universal approximators, Neural Networks 1989
2Madry et al., Toward Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018 



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• Problem in adversarial training:
− We need to re-train all the models, already trained and on-service?
− How much would it be practical? [Consider models with 8.3 billion parameters]

• Solution:
− Denoised smoothing1: add a denoiser on top of a pre-trained classifier

1Salman et al., Denoised Smoothing: A Provable Defense for Pretrained Classifiers, NeurIPS 2020



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• Use a denoiser
− Train a classifier 𝑓 with noised samples ~𝑁 𝑥, 𝜎)𝐼  with 𝑥’s oracle label
− Train a denoiser 𝐷! : 𝑅# → 𝑅#  that removes the 𝛿 

• Problem:
− Should we re-train all the classifiers, already trained and on-service?
− How much would it be practical? [Consider ImageNet models]

• Solution:
− Denoised smoothing: add a denoiser on top of a pre-trained classifier



WHAT ARE THE DEFENSE MECHANISMS PROPOSED? GUARANTEED METHOD
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• Radius 𝑅 vs. certified accuracy (train denoisers with 𝜎 = 0.25)
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